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Numerical models are essential for research on weather
system dynamics

(i) they help to “zoom” into a specific weather system (i.e., to 
increase the spatial and temporal resolution of the relevant 
meteorological fields compared to (re)analyses)

(ii) they enable highly detailed process analyses (e.g., by 
outputting physical tendency terms)

(iii) they serve to test hypotheses by performing different types 
of sensitivity experiments, and

(iv) they allow the modular extension of complexity (by adding 
modules for, e.g., water vapour tracers and stable water 
isotope physics).



Outline of this talk

1) Atmospheric water cycle studies with COSMO-tag

• moisture transport in subtropical North Atlantic

• case study of a cold air outbreak

2) Embedded convection in a warm conveyor belt: online 
trajectories in COSMO-2 simulation

3) Understanding diabatic modification of potential vorticity in 
extratropical cyclones: a Lagrangian PV diagnostic in the IFS

4) Towards on-the-fly diagnostics of high-resolution climate 
simulations: quantify frontal precipitation



Complex moisture cycle in subtropical North Atlantic

Project with KIT (M. Schneider/P. Knippertz) and FUB (S. Pfahl)

Focus on variability of water vapour and stable water isotopes in 
Tenerife – setup of COSMO-tag (Winschall et al. 2014, ACP)

New	COSMOtag	and	COSMOiso	simulations	

•  COSMOtag	and	COSMOiso	
run	with	same	setup	

•  2	months,	nudged	
•  14	km	resolution	
•  704	x	480	gridpoints	
	
9	tracers:	
1.  Africa	
2.  Europe	&	Med	
3.  Tropical	NA	(<	20°N)	
4.  Extratropical	NA	
5.  African	boundary	
6.  European	boundary	
7.  Extratropical	NA	boundary	
8.  Tropical	NA	boundary	
9.  Initial	moisture	
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Complex moisture cycle in subtropical North Atlantic

Movie with relative contributions of total QV from tracers 4 and 6 

Dahinden, Aemisegger & Pfahl



Complex moisture cycle in subtropical North Atlantic

Relative contributions of moisture sources to total QV in Tenerife

Dahinden, Aemisegger & Pfahl2	competing	moisture	transport	pathways:	
à	easterly	trsp.	interrupted	by	westerly	moisture	adv.	
à	westerly/easterly	transport	assosciated	with	depleted/enriched	
dD	signals	in	middle	troposphere	(see	next	slide)	 2	



Typical cold air outbreak in the Nordic Seas

Image ©: MODIS on Aqua, NASA 
Worldview

Advection of cold and
dry air
from Fram Strait

Moisture uptake

Convection with cloud
formation and
precipitation

Ascent over
Scandinavian
topography

Øhints at an intense
and local water
cycle in the basin of
the Nordic Seas

Papritz and Sodemann 2018 (MWR)



Case study: The „Christmas 2015“ CAO

1200 UTC 24 Dec

Shading: cold airmass
(thickness of layer below 280 K isentrope)

qSST – q900 from 4K every 4K

§ 24 – 27 Dec 2015

§ advection of cold airmass from Fram
Strait across Nordic Seas

§ 6th most severe CAO in ERA-I in terms of
area averaged θSST – θ900

§ rather typical evolution and air mass 
pathway

e.g., Papritz and Spengler 2017 

§ prelude to severe Arctic warm event
e.g., Boisvert et al. 2016, Moore 2016, Binder et al. 
2017  

[hPa]
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Simulations with COSMO-tag (5 km grid spacing)

Evaporation mask for CAO 
tracers: θSST – θ900 > 4 K

Release windows for tracers

Secondary water cycle representing water picked up by CAO air mass via ocean
evaporation

Papritz and Sodemann 2018 (MWR)



Domain integrated CAO water budget

evaporation precipitation
marine precipitation within CAO mask

Rates in [1012 kg h-1]

CAO air mass 
reaches into
Norwegian Sea

Landfall of cold
front along
Norway‘s coast

Papritz and Sodemann 2018 (MWR)



Residence time of precipitation with CAO origin

§ fraction of precipitation with
evaporation < X h ago

§ lower limit due to 12-hourly release
intervals of tracers

§ residence time considerably shorter
than climatological mean residence
time:

o Nordic Seas: 3 – 4 days
Laederach and Sodemann 2016

o Global: 8 – 10 days
Bosilovich et al. 2005

Precipitation over Norway
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Hydrological footprint of the CAO

Evaporation Precipitation- E - P=

[mm]
-20 -12-16 -8 -4 -2 -1 21 4 8 12 16 20

Papritz and Sodemann 2018 (MWR)

CAO water cycle is fast and local – not much long-range transport of CAO humidity



Warm conveyor belts (WCBs)
• Strongly ascending and main cloud producing airstreams that typically ascend ahead of 

the cold front, e.g. Harrold, 1973, QJ; Carlson 1980, MWR
• Lagrangian perspective: ascent rate > 600 hPa / 48 h, e.g. Madonna et al. 2014, JClim
• Convection can frequently be embedded in the WCB, e.g. Binder 2016, PhD thesis; 

Flaounas et al. 2017, 2018, ClimDyn; Rasp et al. 2016, MWR

Embedded convection in a WCB (case study “Vladiana” in Sept 2016)

L
L

Oertel et al. 2019 (QJ)



Convection-permitting COSMO simulation

Miltenberger et al. 2013, GMD
Miltenberger et al. 2014, COSMO Technical Report

convection-permitting COSMO simulation with
2 km grid spacing

calculation of  about 10’000 online trajectories;
calculated from 3D wind at every model timestep 
(Δt = 20 s)

à explicit representation of vertical motion and 
convective WCB ascent

Oertel et al. 2019 (QJ)



1) WCB online trajectories: 
ascent rate > 600 hPa / 48 h

2) Select 10% fastest ascending WCB trajectories with ascent rate > 600 hPa / 3 h

à about 2000 WCB trajectories with “convective WCB ascent”

WCB online trajectories

Convective WCB ascent

Oertel et al. 2019 (QJ)



WCB air parcels, colored with 2-h ascent rate 

Convective WCB ascent

Oertel et al. 2019 (QJ)
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

F IGURE 4 WCB air parcels during theMAP at (from left to right) 18 UTC 22 Sep, 06 UTC 23 Sep, and 18UTC 23

Sep 2016. All panels show SLP (grey contours, every 5 hPa). (a-c) colours represent the pressure level of the ECMWF

WCB air parcels; convectiveWCB air parcels identified by the satellite data (see text for details) are shown by dark red

encircled dots; also shown are the 2-pvu contour at 320K (red) and lightning observations fromWWLLN (yellow). (d-f)

centered 2-h ascent of all ECMWFWCB air parcels during theMAP (colors represent the 2-h net pressure change

(�p2h) in hPa);WCB air parcels ascending less than 25hPa in 2 h are not shown; yellow to green contours showCAPE

from ECMWF (at 500, 800, 1100 and 1300 J kg�1); purple contours show 1-h accumulated convective precipitation (at 1,

3, and 8 kgm�2). (g-i) as d-f but for the COSMO simulation; additionally, air parcels ascendingmore than 600hPa in 2 h

are shown bymagenta encircled dots.
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(a)

(b) ECMWF WCB (c) COSMO WCB

F IGURE 5 a) Histogram of normalized frequency of 2-h pressure changes (�p2h) along all ECMWF and COSMO

WCB trajectories during theMAPwith a bin width of 25 hPa. b) and c) 2D-histogram showing the 2-h pressure changes

(�p2h) along theWCB trajectories on the y-axis and the pressure level of the start of each 2-h ascent on the x-axis for b)

the ECMWFWCB trajectories and c) the COSMOWCB trajectories. The number ofWCB air parcels per pressure bin is

shown in color. Bin width is 10 hPa in both directions.
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Histograms of 2-h ascent rate 

convective
WCB

escalator–elevator concept

Neiman et al. 1993 (MWR)



COSMO @ 2km

Upper-level PV structure above WCB looks very “noisy” à is there a consistent and 

dynamically relevant pattern?

PV [PVU]

PV@325K

Embedded convection in a WCB (case study “Vladiana” in Sept 2016)

Oertel et al., in prep.



convective WCB

“normal” WCB with 
slower ascent

positive PV anomaly

negative PV anomaly

positive PV anomaly

negative PV anomaly

Composites of vertical PV profiles along WCB trajectories

Oertel et al., in prep.



Upper-level  PV dipole

x convective updraft x convective updraft

+PV

-PV

Low-level pos. PV anomaly

Composites of horizontal PV structure near convective WCB parcels

Oertel et al., in prep.



Is embedded convection dynamically relevant?

convective 
updraft

negative PV

1) existence of PV anomaly on a larger-scale à coarse-graining on 60 km à robust PV anomalies 
near ascent of convective WCB

Oertel et al., in prep.
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55 ms-1
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Konvektion

Is embedded convection dynamically relevant?

1) existence of PV anomaly on a larger-scale 
à coarse-graining on 60 km

2) lifetime & interaction with upper-level waveguide
à forward trajectories from regions of 
convectively-produced negative PV

Oertel et al., in prep.
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Which diabatic processes lead to form. of PV anomalies?

Material PV rate is determined by latent heating/cooling (Q) and
non-conservative forces F (friction, turbulent processes):

where =              cloud +             conv + (…) turb + (…) rad

and F =              conv + (…) turb

can be split further into individual microphysical processes

A non-orographic gravity wave drag scheme accounts for the effects of unresolved gravity waves152

from tropospheric sources such as convection, fronts and shear zones. This acts as a drag on the153

flow where the gravity waves break in the stratosphere and mesosphere (Orr et al. 2010).154

b. Physical tendencies and PV modification155

The material evolution of PV (i.e., the PV rate, PVR) is given by (Hoskins et al. 1985)156

PVR =
D
Dt

PV =
1
r
(⌘ ·rQ+r⇥F ·rq) , (1)157

where r is the density of air, ⌘ the absolute vorticity, q the potential temperature, Q = Dq
Dt

the dia-158

batic heating, and PV= (1/r)(⌘ ·rq). The three-dimensional vector F denotes non-conservative159

forces (i.e., friction, diffusive and turbulent processes), represented in the IFS by parameteriza-160

tions.161

In addition to the standard output of the IFS simulation, hourly three-dimensional fields of all162

instantaneous temperature tendencies,
�

∂T
�

∂ t
�

phys, and tendencies of horizontal wind speed (in163

the following referred to as momentum tendencies),
�

∂u
�

∂ t
�

phys and
�

∂v
�

∂ t
�

phys, from the pa-164

rameterized physics are archived. The diabatic temperature tendencies are converted to tendencies165

of potential temperature, which correspond to the diabatic heating Q in Eq. (1). In the IFS, the pa-166

rameterized physics only contribute to tendencies (i.e., acceleration and deceleration) of horizontal167

momentum, u and v. Thus we obtain a forcing vector F with a vanishing vertical component:168

F =

0
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Because Eq. (1) is linear in Q and F, it can be partitioned into a sum of PV tendencies from170

individual processes. We consider four contributions to the total PV tendency according to the171
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where r is the density of air, ⌘ the absolute vorticity, q the potential temperature, Q = Dq
Dt

the dia-158

batic heating, and PV= (1/r)(⌘ ·rq). The three-dimensional vector F denotes non-conservative159

forces (i.e., friction, diffusive and turbulent processes), represented in the IFS by parameteriza-160

tions.161

In addition to the standard output of the IFS simulation, hourly three-dimensional fields of all162

instantaneous temperature tendencies,
�

∂T
�

∂ t
�

phys, and tendencies of horizontal wind speed (in163

the following referred to as momentum tendencies),
�

∂u
�

∂ t
�

phys and
�

∂v
�

∂ t
�

phys, from the pa-164

rameterized physics are archived. The diabatic temperature tendencies are converted to tendencies165

of potential temperature, which correspond to the diabatic heating Q in Eq. (1). In the IFS, the pa-166

rameterized physics only contribute to tendencies (i.e., acceleration and deceleration) of horizontal167

momentum, u and v. Thus we obtain a forcing vector F with a vanishing vertical component:168

F =

0

BBBBB@

∂u
�

∂ t

∂v
�

∂ t

0

1

CCCCCA

phys

.169

Because Eq. (1) is linear in Q and F, it can be partitioned into a sum of PV tendencies from170

individual processes. We consider four contributions to the total PV tendency according to the171
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Approach

1) Output instantaneous physical tendencies from model (every 
hour)

2) Calculate 3D fields of instantaneous diabatic PV rates due to 
individual processes à PVRcloud , PVRconv , PVRrad , etc.

3) Trace individual PV rates along backward trajectories to 
calculate accumulated PV changes due to diabatic processes 
à APVcloud , APVconv , APVrad , etc., where

Joos and Wernli 2012 (QJ): COSMO WCB case study
Crezee et al. 2017 (JAS): COSMO idealized cyclones
Spreitzer et al. (JAS, in review): IFS
Attinger et al. (QJ, in review): IFS

trajectories, again based on the hourly output fields. For each point on the three-dimensional tra-195

jectory starting grid, we compute three Lagrangian diagnostics: the accumulated PV, the advective196

PV, and the net change of PV, to be defined in this section. These diagnostics each construct a197

three-dimensional Eulerian field.198

For an air parcel trajectory following the curve x(t), the accumulated PV (APV) that the air199

parcel has experienced in the time interval [t, t0] is given by the integral of instantaneous PV rates200

along the trajectory,201

APV(x(t0), t) =
Z

t0

t

PVR(x(t),t)dt , (2)202

with t < t0 for backward trajectories. This integral is approximated by the sum of all tendencies203

along the trajectory at discretized hourly time steps (Dt = 1h):204

APV(x(t0), tn) =
n

Â
k=1

PVR(x(tk), tk)Dt, (3)205

with tk = t0�k Dt. APV is computed for each process (i)–(iv) defined in section 2b separately and206

the budget of the individual APV of each process yields the total accumulated PV:207

APVtot = APVls +APVconv +APVturb +APVrad. (4)208

Additionally, the reverse domain filling technique is applied to compute the conserved, advective209

PV (PVadv) at each point (similar to the approach by Wirth and Egger 1999), by projecting the PV210

value of the air parcel at an earlier time t to the position of the backward trajectory at t0 (i.e., the211

starting point). The PV that has been conservatively advected to the point x(t0) in the time interval212

from t to t0 is given by:213

PVadv(x(t0), t) = PV(x(t), t). (5)214

This quantity conceptually corresponds to the so called advection only PV tracer of, e.g., Gray215

(2006) and Chagnon et al. (2013).216
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Caveats

• Hourly output fields miss some processes

• Trajectories are not fully accurate (also due to 1-h wind fields)

• Results depend on length (in time) of backward trajectories

à the «budget» is not closed, there will be a residual:

PV = PVadv + APVtot + RES

where PVadv is PV at end point of backward trajectory

APVtot = APVcloud + APVrad + …

is what we are interested in (and its individ. contr.)

if RES is «small»



Example: Low-level PV anomalies in surface fronts

Intense North Pacific cyclone with T-bone frontal structure

hourly precipitation low-level PV (850-950 hPa)

Attinger et al. (QJ, in review)

For Peer Review

ATTINGER ET AL. 11

(a) (b)

(c) (d)

(e) (f)

low-level PV (PVU)Total precipitation (mm)

F IGURE 2 Evolution of theNorth Pacific cyclone: Hourly precipitation (left column) and low-level PV (averaged between 950

and 850hPa, right column). Displayed are the initial stage at 1500 UTC 9 April 2017 (a, b), the phase of strongest intensification

at 0300 UTC 10 April 2017 (c, d), and the time of maximum intensity at 1700 UTC 10 April 2017 (e, f). SLP (left panels) and ✓e

(averaged between 950 and 850hPa, right panels) are shown in grey contours at an interval of 5 hPa and 10K, respectively. The

cyclone mask (black contour) and the dynamical tropopause on 320K (purple line) are indicated in the left panels. The coloured

contours in the right panels highlight areas associatedwith the cold front (blue), warm front (red), bent-back front (violet), and the

cyclone centre (white). The cross denotes the point of minimum SLP.
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Example: Low-level PV anomalies in surface fronts

APV contributions between 950-850 hPa from different processes

Attinger et al. (QJ, in review)

For Peer Review

ATTINGER ET AL. 21

(a) Total APV (b) Residual (c) Condensation

(d) Melting of snow (e) Sublimation of snow (f) Turbulence

APV (PVU)

-3 -2.5 -2 -1.5 -1 -0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 1 1.5 2 2.5 3

F IGURE 7 Low-level APV (averaged between 950 and 850hPa) at the time ofmaximum cyclone intensity (1700UTC10April

2017) for all processes (a), the residual (b), condensation of water vapour (c), melting of snow (d), sublimation of snow (e) and

turbulent mixing (f). The centre of the cyclone is highlighted by the cross. The solid (dashed) black contours in (b)-(f) indicate

regions where the smoothed total APV exceeds > 0. 8 PVU (< �0.2 PVU). The location of strongly opposing positive APV due to

convection and negativeAPVdue to turbulence are indicated by arrows in (f). The position of the vertical cross-section in Figure 8

is indicated by the green line in (a).
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Example: Low-level PV anomalies in surface fronts

Synthesis

Attinger et al. (QJ, in review)

28 ATTINGER ET AL.

cond
convt
lwc

cond
turbm
lwc

subs
melts

cond
melts
subs
convt
turbm

lwc
evc
subi subs

cond
turbm

subs

F IGURE 10 Synthesised depiction of the low-level PV field at the time of maximum cyclone intensity (1700 UTC 10 April

2017). Orange and blue colors show areas of increased and decrease PV, respectively. The origin of air masses is shown by the

lines and themost important processes are indicated for each feature.

Despite the generally good agreement between thematerial PV change and the one diagnosed as the sum of the539

various PV rates, a marked residual was found in certain regions (e.g. along the cold front in Figure 7b). One reason for540

this discrepancy is that the dynamical core of themodel is not designed to conserve PV. Explicit or implicit numerical541

diffusion can produce significant changes in PV as shown for theMet Office UnifiedModel by (Saffin et al., 2016), which542

are not accounted for by our method. Another limitation of our approach is that only hourly instantaneous temperature543

andmomentum tendencies and their associatedwind fields are considered. This may be problematic, as some processes544

have been found to have a high temporal variability (Neiman et al., 1993). Therefore, our approach is not able to capture545

PV changes due to processes that are particularly intense in between archiving timesteps. While this shortcoming could546

be remedied by accumulating physical tendencies during themodel integration, a test simulation revealed an evenmore547

pronounced residual using accumulated tendencies (not shown). The reason for this is linked to the third limitation of548

our approach, namely the offline computation of air parcel trajectories. As only hourly instantaneous wind fields are549

available for their calculation, inconsistencies between the trajectory positions and the location where the physical550

tendencies are accumulated can occur. Further, the trajectory computation itself requires interpolation between551

hourly wind fields which inevitably introduces positional errors. Finally, PV rates are based on physical tendencies552

that have been interpolated from a cubic octahedral grid (about 16 km resolution) onto a regular grid (about 30 km553

resolution), which decreases their intensity. A comparison with increased horizontal resolution (about 15 km) supports554

this hypothesis as more pronounced instantaneous PV rates and a reduced residual were found (not shown).555

Further research is required to evaluate the generality of the results present here. Specifically, it will be important556

Consistency of major APV contributions 
for pos. PV anomaly along cold front 
during cyclone lifecycle



On-the-fly diagnostics

Standard approach to evaluate climate simulations:

• decide about diagnostics (What do we want to learn from the

simulations?) and required output fields

• run simulations and write output to disk

• run diagnostics offline (i.e., using output on disk)

• advantages: simple, simulation and diagnostics fully independent

• disadvantages: you can only analyze what you planned for; very high 

storage demand à typically no output of 3D fields with high-temporal 

resolution à many interesting questions cannot be addressed



On-the-fly diagnostics

Novel approach to evaluate climate simulations:

Concept: storage becomes unfeasible and computations comparatively

cheap

à regularly rerun model with parallel simulations from checkpoints

à write recent model time steps to «fast disk» and do new diagnostics

«on the fly»

à similar to «particle physics approach with beam experiments and

detectors»

• advantages: strongly reduced storage; diagnostics can access fields at 

very high temporal resolution à high-quality diagnostics; new insight

• disadvantages: requires bit-reproducibility; technically challenging



On-the-fly diagnostics

Example from crClim project: identify cyclones and fronts and attribute

precipitation to these features

Rüdisühli et al., in prep.

10 Apr 2018 EGU 2018 - Stefan Ruedisuehli 33

Some Top 10% Fronts - W-Europe

CF

WF

10 Apr 2018 EGU 2018 - Stefan Ruedisuehli 33

Some Top 10% Fronts - W-Europe
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WF

10 Apr 2018 EGU 2018 - Stefan Ruedisuehli 33
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On-the-fly diagnostics

Identify cyclones and fronts and attribute rain to these features

Example: heavy precipitation in winter:

10 Apr 2018 EGU 2018 - Stefan Ruedisuehli 18

Winter Precipitation Intensity

total cold-frontal warm-frontal cyclonic

Cold-frontal and cyclonic contributions mainly heavy precipitation

heavy

(> 99th)

light to 

moderate

(< 99th)

Grouped by intensity based local monthly percentile maps

Rüdisühli et al., in prep.10 Apr 2018 EGU 2018 - Stefan Ruedisuehli 18

Winter Precipitation Intensity

total cold-frontal warm-frontal cyclonic

Cold-frontal and cyclonic contributions mainly heavy precipitation

heavy

(> 99th)

light to 

moderate

(< 99th)

Grouped by intensity based local monthly percentile maps



Summary
Numerical models are essential research tools in atmospheric dynamics

The DWD support for COSMO has been extremely helpful for university
reserach groups

Diagnostics can be built into the model (e.g., COSMO-tag, COSMO-iso, 
COSMO online trajectories) or run «on the fly» (e.g., cyclone and front 
identification)

Examples gave insight into

• atmospheric moisture cycle (long vs. short-range transport)

• embedded convection in WCBs and neg. PV in outflow

• role of below-cloud processes for low-level PV in cyclone centre

• novel types of analysis of «weather» in climate simulations


