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ABSTRACT: The main activities carried out
at the COMET on NWP and in particular on
COSMO model are shown. Together with
the operational NWP suites running daily
on HPC facilities, first experiments with

Centro (-)perativo
per la Meteorologia

the GPU-enabled version of COSMO on technology, allows to optimally run the

the new hybrid CPU-GPU supercomputer new generation of very high-resolution
of the Centre are being performed. atmospheric models and ensemble-based
Preliminary results show that the boost of NWP systems.

computing capability, exploiting the GPU
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Ingested Observations: RAOB (also 4D), PILOT, SYNOP, SHIP, BUQY, Wind Profilers, AMDAR-ACAR-AIREP,
MSG3-MET7 AMV, MetopA-B scatt. winds, NOAA/MetopA-B AMSUA/MHS and NPP ATMS radiances
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Operational NWP System

The ltalian Air Force Meteorological Centre operates a complete NWP system, including an ensemble
based data assimilation system and a set of nested, limited area atmospheric and wave models, in both
deterministic and ensemble configurations, providing the high-resolution forecasting fields feeding the
generation of timely and accurate meteorological products for the end users.
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Data Assimilation LIMITED AREA DETERMINISTIC MODEL — COSMO-ME
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Quality control of incoming observations is performed on-line through ECMWF

pre-processing tool (SAPP) and background QC in LETKF assimilation system LIMITED AREA ENSEMBLE MODEL — COSMO-ME-EPS
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COSMO-ME@5km COSMO-GPU Conclusions

The new COSMO-ME suite (ref. model version:
5.04d_3) running at 5 km horizontal resolution

and 45 vertical levels is

operational mode on the new HPC cluster

since September 2016.

Current activities include the testing of some

In the framework of the COSMO Project “POMPA” (Performance On Massively Parallel Architectures), the In paraIIeI with the Operatlonal NWP suites managEd
GPU-enabled version of the COSMO model has been successfully implemented on the new HPC cluster. The by the Italian Air Force Meteorok)gical Centre and

running in pre- measured computational efficiency of the test-suite released with the package is in line with the expected

performance, based on the timings of the operational MeteoSwiss COSMO-E suite running at CSCS. COangUFEd to deploy d Complete Cascadmg

The POMPA code has been recently configured and tested in offline mode for the COSMO-ME setup, forecasting process, the deve|0pment activities on

physical parameterizations (e.g. convection CPU-GPU runs with respect to the CPU-only mode.

scheme) and the implementation of the new
version of the interpolation software int2lm .
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showing an impressive computational efficiency — in particular at low number of computing nodes — of the

the new hybrid CPU-GPU HPC cluster gave green

Regarding the implementation and the optimization of the future COSMO-GPU operational suites on the light to the experimental implementation of the new
new HPC cluster, a set of experiments are on-going, with the support of the MeteoSwiss team, aiming at

the setup of the deterministic model on the COSMO-ME and COSMO-IT scenarios (at 5km/45 v.l. and

generation of massively computational applications

2.2km/65 v.l. mesh size, respectively), as well as of the probabilistic model COSMO-ME-EPS. for weather forecasting.

Official web site: http://www.meteoam.it
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